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Does Leveraging the Human Ventral Visual Stream Improve Neural Network Robustness?

Zhenan Shao, Linjian Ma, Bo Li, Diane M Beck

Introduction Humans excel at visual processing, effort-
lessly recognizing objects despite changes in translation1,
scaling2, and viewpoints3. In contrast, neural networks, de-
spite being the only artificial system with human-level per-
formance in visual tasks, show surprising vulnerability to
image perturbations that remain imperceptible or innocu-
ous to humans4. This disparity raises the question: What
underlies the robustness of the human visual system? A
prevalent model attributes such perceptual invariances to
the ventral visual stream of the brain, which takes on a po-
tentially crucial role in transforming object representations
into increasingly stable and smooth forms, thereby achieving
invariance5. The ventral visual stream comprises of several
brain regions forming a hierarchy to process visual inputs.
In particular, all identity-preserving changes to objects form
continuous representation manifolds. These manifolds are
highly entangled upon their entry but become more separa-
ble as they progress through successive stages of the stream,
leading to natural invariance as all data points on a manifold
encompass all possible identity-preserving transformations
of the object.

Interestingly, the vulnerability of neural networks to mi-
nor image perturbations can be linked to the smoothness
of their decision boundaries6, mirroring the neural mech-
anisms discussed above. Adversarial attacks that search
the most destructive perturbation to images within a given
magnitude bound, have been highly successful because they
exploit the complex and non-linear decision boundaries of
deep neural networks. Small but carefully crafted perturba-
tions can easily push the input data across these boundaries.
This challenge has led to proposals for building smoother
classifiers as a defense7. Object representation manifolds
untangling in the neural space, as previously described, also
illustrates this idea of smoothness: as representations are
progressively untangled, small deviations become less likely
to cross a boundary and fall onto another manifold.

Such conceptual correspondence leads to our main ques-
tion: Can neural networks learn to represent objects in a
similarly smooth manner as our visual system? If so, this
might enable neural networks to achieve greater robustness
towards adversarial attacks. Importantly, if neural networks
learn representations from different stages, i.e., activities
in each brain regions, along the ventral visual system, we
should observe incremental improvements as object repre-
sentation manifolds are gradually untangled.

Methods To investigate our hypothesis, we adopted a
neural regularization method similar to those in previous lit-
erature8;9;10. Specifically, we modified the training objective
of neural networks for image classification tasks by adding a
task to match their penultimate layer of activation to human
neural representations recorded by functional Magnetic Res-
onance Imaging (fMRI) from a recently released dataset11.
To capture the evolution along the ventral visual stream, we
extracted representations from five different stages or brain

regions, from the initial V1 area to the later area TO. We
trained multiple models to learn representation signatures
from each area while performing the standard image classifi-
cation task. We then evaluated and compared these models
on a variety of benchmarks.

Results We found that neural regularization improved
models’ robustness under adversarial attacks. Notably, we
observed incremental improvements in performance as later
brain regions were used for regularization (see figure be-
low for this main result). This graded effect persisted even
under more powerful adversarial attack methods such as
AutoAttack12. In addition, we also found our models to
become more resilient to an adaptive colorization attack
with visible but semantically-preserving changes13, exhibit
a higher shape bias14, and display more stable GradCAM
attention maps15, although no improvement was observed
against natural attacks16. Direct quantification of model
smoothness17 also confirmed that neural regularization en-
hanced the smoothness of the models’ decision boundaries,
again with graded improvements observed as we ascended
the ventral visual hierarchy.

Discussion In conclusion, our results showed that regu-
larizing neural network training with human neural repre-
sentations can improve their robustness, potentially due to
smoother decision boundary learned from human represen-
tation space. Importantly, we also observed a hierarchy of
robustness improvement, corresponding to the use of neu-
ral representations from progressively later areas along the
ventral stream. Our contributions are twofold. First, we
have shown for the first time that fMRI-recorded human
brain activation patterns can be utilized for neural regu-
larization in contrast to past studies that relied on sparse
electrophysiological recordings from animals9;10;8. The fine-
grained differences in robustness along different brain re-
gions also demonstrated the potential for future research to
leverage the extensive fMRI datasets collected from humans.
Second, the graded improvements on neural networks’ ro-
bustness also lend support to the emergence of more stable
and separable object representations along the ventral visual
stream, shedding light on the invariance problem of human
visual perception.
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